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Editorial: The neuroscience of theory of mind

Rebecca Saxe

MIT and Harvard University, Cambridge, MA, USA

Simon Baron-Cohen

University of Cambridge, Cambridge, UK

INTRODUCTION

Why a Special Issue on the neuroscience of
Theory of Mind (ToM)? Although ToM has
been thoroughly investigated by developmental
psychologists over the last 25 years, since the
landmark publication of the paper by Wimmer
and Perner (1983), the neuroscience of this
important ability*arguably the defining differ-
ence between humans and all other species (Saxe,
2006)*has only recently begun to receive serious
attention. It occurred to us as guest editors, and to
the journal editorial board, that this topic was
ripe for a Special Issue of Social Neuroscience,
not least because there are now a growing
number of scientists interested in this topic
producing high quality work, but also because
the existing studies are often disparate, and there
was an opportunity to invite world leaders in this
field to present their work in one place, in the
hope of drawing the key strands together. In this
editorial we provide some background to this
along with our own overview of the terrific
collection of papers we are pleased to have
received.

DOMAIN GENERAL OR DOMAIN
SPECIFIC?

ToM has most often been tested using the well-
known ‘‘false belief’’ task (Wellman, Cross, &
Watson, 2001; Wimmer & Perner, 1983). In one

standard version (the ‘‘object transfer’’ problem),
young children watch an object being moved
without someone else’s knowledge. In order to
correctly predict or explain the character’s sub-
sequent action, the child must pay attention to the
character’s belief, and not just to the actual
location of the object (Dennett, 1978).

Although the false belief task has been used in
literally hundreds of studies, it remains contro-
versial whether success on this task depends on
the deployment of a ‘‘special’’ domain-specific
mechanism for reasoning about other minds.
Stone and Gerrans (this issue) provide a useful
review of this debate. As they note, a domain-
specific mechanism could not be sufficient for
passing false belief tasks (Bloom & German,
2000). In order to recognize and reason about
someone else’s false beliefs, children must use
general cognitive abilities, including general per-
ceptual and linguistic representations of the story,
working memory (to track all the moving parts of
the story), and motor representations of their own
responses. The question is therefore whether in
addition to domain general mechanisms, it is also
necessary to postulate a distinct, dedicated do-
main specific mechanism for reasoning about
beliefs and desires.

Traditionally, the debate about domain-
specificity has considered evidence from typi-
cally developing children, and from children
with autism (Baron-Cohen, Leslie, & Frith 1985;
Baron-Cohen, Tager-Flusberg, & Cohen, 2000).
In particular, emerging success on false belief
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tasks may depend not on conceptual changes in
ToM, but on children’s ability to juggle two
competing representations of reality (the actual
state of affairs vs the world as represented in the
character’s head) and to inhibit an incorrect but
compelling answer (the true location of the
object). There is plenty of evidence that these
components of inhibitory control both (a) de-
velop around the same age as success on the false
belief tasks and (b) are correlated with individual
children’s performance on false belief tasks (e.g.,
Carlson & Moses, 2001; but see Sabbagh et al.,
2006, for intriguing recent evidence that differ-
ences in inhibitory control across cultures do not
produce differences in false belief performance).
Typically developing children’s performance on
false belief tasks closely matches performance on
logically equivalent problems about non-mental
false representations (Perner, Aichhorn, Kron-
bichler, Staffen, & Ladurner, this issue; Leslie &
Thaiss, 1992; Zaitchik, 1990). It might
be that what develops is therefore not a
specific understanding of belief, but rather a
general understanding of representational re-
lationships*that is, a capacity for meta-repre-
sentation. The clearest evidence of domain
specificity to date has come from studies of
autism. Children with autism show consistent
delays or deficits in passing false belief tests
(see Baron-Cohen et al., 2000, for a 15-year
review), often in the face of intact performance
on false photograph or false drawing tasks (Char-
man & Baron-Cohen, 1992; Leslie & Thaiss,
1992), suggesting not a general meta-representa-
tional problem but a domain-specific one as
relates to representing mental states as attitudes.

Nevertheless, Stone and Gerrans (this issue)
are not compelled by the evidence to date. These
authors conclude that while false belief task
performance does depend on domain-general
mechanisms for inhibitory control and meta-
representation, they see no reason yet to posit
an additional domain-specific mechanism for
belief attribution. Stone and Gerrans favor an
argument from parsimony: scientists should not
posit an extra mechanism if a smaller number of
entities would in principle suffice. This theoretical
position provides an excellent entrée for social
neuroscientists. With neuroscientific methods, it is
possible to get behind observed correlations in
behavior, in order to directly test the hypothesis
that reasoning about other minds depends on
distinct neural mechanisms. Three papers in the

current issue use fMRI to investigate claims about
domain-specificity.

Perner and colleagues (this issue) provide a
direct response to Stone and Gerrans’ (this issue)
challenge. Both groups of authors agree that a
mechanism that is specifically implicated in re-
presenting beliefs must meet at least three
criteria: (1) a robust and replicable response to
stories that do require belief attribution; (2) a
significantly lower response to closely matched
control stories that only require representing non-
mental representations; and (3) no difference
among non-mental stories that do or do not
demand meta-representation. Perner and collea-
gues (this issue) provide evidence that one brain
region meets all three of these criteria: the right
temporo-parietal junction (RTPJ). First, they
replicate the finding that the RTPJ is recruited
when subjects read simple stories about charac-
ters’ beliefs, but not for stories about physical
representations like photographs (Saxe & Kanw-
isher, 2003). More importantly, the RTPJ is not
recruited when subjects read stories about maps
and signs, which are more similar to beliefs (and
better correlated with belief-reasoning in devel-
opment), because like beliefs, and unlike photo-
graphs, maps and signs are designed to represent
the current reality and so can genuinely be false.
Finally, the RTPJ did not distinguish between
stories about false maps, that do depend on meta-
representational understanding, and control stor-
ies about temporal change, that involve no meta-
representation. These data thus provide a direct
response to Stone and Gerrans’ (this issue)
challenge: the RTPJ does appear to reflect the
functioning of a specialized, domain-specific me-
chanism for reasoning about beliefs. Also consis-
tent with previous data, Perner and colleagues
(this issue) found a different pattern in the left
TPJ, which was recruited for both mental and
non-mental meta-representational tasks (Ap-
perly, Samson, Chiavarino, Bickerton, & Hum-
phreys, 2006; Aichorn, Perner, Kronbichler,
Staffen, & Ladurner, 2006).

Further evidence that reasoning about beliefs
depends on both domain-general and domain-
specific mechanisms is presented in the paper by
Saxe and colleagues (this issue). These authors
first identify brain regions implicated in (a) belief
reasoning and (b) domain-general response selec-
tion and inhibitory control. They then show that
reasoning about beliefs does stimulate robust
activity in domain-general mechanisms, but that
an equal response is also observed when subjects
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reason about false photographs. That is, domain-
general mechanisms for inhibitory control, re-
sponse selection, etc., are recruited by both false
belief and false photograph stories, but there are
additional brain regions that are recruited only
for beliefs. These data suggest that belief reason-
ing depends on both domain-general and domain-
specific mechanisms, while reading about false
photographs depends only on the domain-general
components (see Stone and Gerrans, Figure 1,
p. 312). Next, Saxe and colleagues devised a non-
verbal task on which subjects could view the same
stimuli, and make the same responses, while
either following domain-general rules or reason-
ing about beliefs. Consistent with Perner and
colleagues’ results (this issue), Saxe and collea-
gues found that the best evidence for a domain-
specific response was observed in the right TPJ.

Saxe and colleagues also report that for the
same stimuli, and the same responses, human
adults were faster to make the response by
reasoning about beliefs than by following do-
main-general rules. These results echo a whole
tradition of research in evolutionary psychology.
Cosmides & Tooby (1997), for example, showed
that for logically identical ‘‘if�then’’ reasoning
problems, most people are faster and more
accurate if the problems are phrased in terms of
social obligations than if they are phrased in
general abstract terms. In the current issue, Ermer
and colleagues use fMRI to support their central
claim that humans have domain-specific mechan-
isms for social reasoning. They find brain regions
recruited differentially when subjects solve the
Wason selection task for social contracts (‘‘If you
borrow the car, then you must fill up the tank
with gas’’), compared to logically matched,
equally familiar, precautionary rules (‘‘If you
work with TB patients, then you must wear a
surgical mask’’). While social contracts may not
appear to involve ToM, a social contract assumes
both parties to the contract expect the other to
abide by the contract, and in this sense social
contracts assume shared beliefs about the nature
of the social obligation.

Across these papers, fMRI provides a useful
method for determining the functional profile of
brain regions, functions that are ultimately psy-
chological. However, fMRI can only ever de-
scribe the brain regions that are associated with
a psychological task; it does not describe what
relationships are necessary. To address whether
one cognitive function*e.g., language*is a
necessary component of another*e.g., belief

attribution*social neuroscientists turn to other
methods.

WHAT IS THE ROLE OF LANGUAGE
IN TOM?

Mental states cannot be observed directly; beliefs
and desires are invisible, abstract entities. Nor is
there any simple correlation between mental
states and behavior. For example, there is no
observable behavior that is reliably diagnostic of
whether a person currently believes that today is
Tuesday (Baldwin & Saylor, 2005). One invalu-
able way to learn about the elusive contents of the
mind is therefore to listen to how other people
talk about the mind.

Research in developmental psychology sug-
gests the importance of verbal communication
for developing a theory of mind (Astington &
Baird, 2005). Dunn and colleagues (e.g., Dunn &
Brophy, 2005) first reported that language ability
predicts success on the false belief task, indepen-
dent of age. A similar correlation is observed in
both samples of healthy children and of children
with autism and other developmental disabilities
(Astington & Jenkins, 1999; Peterson & Siegal,
1999). What is not clear is the direction of the
relationship between communication and ToM.
In all likelihood, it is a two-way relationship:
Good language skills give you better access to
another person’s mental states (since language is
a ‘‘print out’’ of someone else’s mind), enabling
you to learn more about their thoughts, inten-
tions, and feelings. But ToM may also facilitate
language-acquisition (Baron-Cohen, Baldwin, &
Crowson, 1997; Bloom, 2000), for example, guid-
ing the developing child to search for a speaker’s
intention in decoding novel words by following
their gaze.

Clear evidence that reduced language input
slows down the development of ToM comes from
the finding that deaf children whose parents are
non-native signers are selectively delayed in
passing the false belief task (Peterson & Siegal,
1999). These children have difficulty even on non-
verbal tests of false belief understanding, suggest-
ing that the delay does not reflect the language
demands of the tasks (e.g., Figueras-Costa &
Harris, 2001). Moreover, even after accounting
for the child’s own language skills, the child’s
performance on the false belief task is indepen-
dently predicted by the mother’s proficiency with
sign language, and specifically her use of mental
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state words (Moeller & Schick, 2006). A recent
investigation of Nicaraguan Sign Language sug-
gests that performance on non-verbal false belief
tasks is predicted by the age at which the child
first learned sign language, and not by the number
of years that they have been using it (Morgan &
Kegl, 2006); children who first entered the sign
language community before age 8 perform sig-
nificantly better than those who did so later
in life. Deaf children of native signers*who
learn sign language from birth*show no delay at
all (de Villiers, 2005). Clearly, non-verbal
social information (available to all of the deaf
populations) is not sufficient; linguistic exposure
significantly influences the development of ToM.

In the current issue, Ronald and Plomin
conducted a large-scale study of 9-year-old twins
to investigate the origin of links between lan-
guage and ToM. By comparing monozygotic and
same-sex dizygotic twin pairs, the authors distin-
guish genetic influences on development from the
effects of shared and non-shared environment.
Ronald and Plomin found that ToM task perfor-
mance in late childhood is moderately heritable,
but also shows a significant effect of shared
environment. The heritable aspect is important
given the earlier mention of deficits in ToM in
autism, since autism is a strongly genetic condi-
tion (Folstein & Rutter, 1988). The environmental
aspect of ToM is also important, and may reflect
the role of language. Ronald and Plomin collected
parent, teacher, and self-ratings of the children on
three scales: social skills (‘‘Is it important for him
to fit in with a peer group?’’); communicative
skills (‘‘Can she keep a normal two-way conver-
sation going?’’); and repetitive behavior (‘‘Does
he do the same thing over and over again, in
exactly the same way?’’). Interestingly, only the
children’s communicative skills were significant
predictors of children’s performance on false
belief tasks. These data reinforce the tight link
between linguistic communication and ToM. By
contrast, the drive to fit in to a social group may
be less dependent on ToM, and may instead
reflect social drives that are found across many
primate species. Finally, ToM may be relatively
independent of ‘‘repetitive behavior,’’ although
both measure traits that are atypical in autism.
This specific pattern of associations in the Ronald
and Plomin study thus fits well with the domain-
specific view of ToM arising from the fMRI
studies.

Still, the causal mechanism of the observed
developmental relationship between language

and ToM remains controversial. According to
one view, mental state concepts are intrinsically
represented verbally. If complex grammatical
structures are necessary for even formulating
thoughts about mental states, then ToM develop-
ment would be parasitic on language ability
(the ‘‘parasitic’’ hypothesis). The specific attri-
bute of language commonly implicated in repre-
senting another person’s beliefs is the syntax of
sentential complements (de Villiers, 2000; de
Villiers & de Villiers, 2000; de Villiers & Pyers,
2002). Children’s production and comprehension
of this syntactic structure precedes and predicts
performance on the false belief task, in both
correlation and training studies (de Villiers & de
Villiers, 2000; de Villiers & Pyers, 2002; Hale &
Tager-Flusberg, 2003).

Alternatively, the way people talk about the
mind might be an important source of evidence
that children use in constructing mental state
concepts. Repeating the same mental state verbs
may help draw children’s attention to the abstract
similarities between grossly different actions or
situations, and between different subjective per-
spectives. In these ways, verbal communication
could facilitate ToM development without play-
ing a constitutive role in representations of
mental states (the ‘‘communicative’’ hypothesis;
Baldwin & Saylor, 2005; Harris, 2005).

These two hypotheses make distinct predic-
tions for the relationship between language and
ToM in adults (and in adult brains). According to
the parasitic hypothesis, grammatical construc-
tions provide the representational substrate for
thoughts about other minds; the parasitic depen-
dence of ToM on language should be true for
adults as well as children. The communicative
hypothesis, by contrast, allows for the possibility
that language is facilitative during the develop-
ment of mental state concepts. Once these
concepts are formulated, a mature ToM could
function even in the absence of language.

The critical test is therefore to investigate the
consequences of late acquired aphasia (especially
loss of grammatical skills) on an already mature
ToM. Two papers in the current issue provide
definitive evidence against the parasitic hypoth-
esis. Siegal and Varley were the first authors to
report spared ToM competence in two patients
with ‘‘dense’’ aphasia (Varley & Siegal, 2000;
Varley, Siegal, & Want, 2001). The evidence to
date, as they argue in their current review (this
issue), is consistent with their proposal that, once
mature, ToM does not depend on language.
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Apperly and colleagues (this issue) provide
strong new evidence for the same hypothesis.
They report the performance of PH, a young man
who had a left hemisphere stroke, on a battery of
language and ToM tests. Although PH is severely
impaired on tests of syntax, including specifically
the syntax of embedded clauses, he shows no
impairments on non-verbal tests of ToM, includ-
ing second-order inferences (what X thinks that Y
thinks). Taken together, these two papers provide
clear evidence that adults with a mature ToM can
formulate thoughts about other people’s
thoughts, even in the face of severe grammatical
impairments. These data support the view that the
link between language and ToM development is
primarily communicative, rather than parasitic.

PRECURSORS: INTENTIONAL ACTION
AND GAZE DIRECTION

Language is clearly not the only source of
information for a developing ToM. A lot of
information about others’ intentions, perceptions,
and feelings is decoded from subtle configura-
tions of human face and body movements
(Sabbagh et al., this issue). This information
may therefore be processed by key visuo-cogni-
tive ‘‘precursors’’ of ToM: processes for detecting
and representing the visual cues to others’ inten-
tions and emotions. Central questions about these
precursors remain open. For example, are the
mechanisms for social perception primarily per-
ceptual or motor in nature? Do they emerge
earlier than full-blown mental state attribution?
Three papers in the current issue provide new
data, and new perspectives, on these key theore-
tical questions.

One brain region associated with the percep-
tion of both intentional action and gaze direction
is the right posterior superior temporal sulcus
(pSTS; e.g., Allison, Puce, & McCarthy, 2000). In
adults, the pSTS has been shown to have a higher
BOLD response when watching biological, com-
pared to non-biological motion (Pelphrey et al.,
2003). Also, the pSTS distinguishes between
motions of human bodies, based on whether the
motion is under the control of the actor, or is
forced by the physical environment (Morris,
Pelphrey, & McCarthy, 2006).

Perhaps most intriguingly, when the visible
biological motion is exactly matched, the STS
responds differentially based on the relationship
between the biological motion and the context of

the action: three studies have found enhanced
response in the STS when a hand, body, or eye
movement is unpredicted given the environmental
context (Pelphrey, Singerman, Allison, &
McCarthy, 2003; Pelphrey, Morris, & McCarthy,
2004; Saxe, Xiao, Kovacs, Perrett, & Kanwisher,
2004). Senju and colleagues (this issue) provide
converging evidence for this signature of percep-
tual representations of intentional actions. They
use stimuli derived from previous fMRI studies
(Pelphrey, Viola, & McCarthy, 2004), but identify
an ERP component that shows the same func-
tional profile as the pSTS. That is, it is enhanced
when an observed character’s gaze direction is
incongruent with*i.e., unpredicted by*the en-
vironment. The authors are then able to identify a
similar ERP component in the brains of 9-month-
old infants. These results are important in three
key respects: (1) this current study provides
converging evidence for a perceptual mechanism
for processing intentional action that shows an
enhances response for unpredicted actions, while
(2) using a new method, EEG, which offers much
higher temporal resolution than fMRI, and (3)
providing evidence that this mechanism is very
early developing, and consistent from infancy to
adulthood.

Kaplan and Iacoboni (this issue) investigate
another brain region implicated in representa-
tions of intentional actions: the right inferior
frontal gyrus (IFG). Unlike the pSTS, which is
generally thought to form perceptual representa-
tions of others’ actions, the right IFG is a pre-
motor region. The same region is recruited both
when subjects execute intentional actions, and
when*as in the current study*they just observe
others’ intentional actions. The distinction be-
tween perceptual and motor representations of
others’ actions may have intriguing functional
consequences. Kaplan and Iacoboni (this issue)
report evidence that the IFG representation of
actions in context shows the opposite pattern to
that commonly observed in the pSTS. For one
environmental content (a breakfast table), the
response in the IFG was actually higher when the
action was expected in the context (a precision
grip on the handle of a mug, consistent with
drinking), compared to an unexpected action (a
whole-hand power grip on the body of the mug).
Although these results will need confirmation
(since the response to precision grips in the IFG is
higher across all contexts), the contrast between
the functional profiles of the IFG and pSTS may
provide important suggestions for the distinct
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roles of perceptual and motor representations in
understanding others’ actions.

The other key claim of Senju and colleagues is
that the perceptual mechanisms in the pSTS are
already developed in infancy, and are consistent
across development. Interestingly, Carter and
Pelphrey (this issue) come to a slightly different
conclusion about the developmental trajectory of
the pSTS. In a pediatric fMRI study, Carter and
Pelphrey identify the pSTS by its response pre-
ference for biological over non-biological motion.
These authors found that while they could iden-
tify the pSTS in 7- to 10-year-old children, the
selectivity of this region for biological motion
developed significantly over this age range. In
fact, the youngest children in this study showed
no biological motion effect in the pSTS at all. This
result will bear replication, given the small
number of the youngest children, and the chal-
lenges of pediatric neuroimaging. In all, these
studies thus point to key new territory for social
neuroscience, investigating the developmental
trajectory of specialized brain mechanisms for
social perception.

COGNITIVE VERSUS AFFECTIVE
EMPATHY

Another distinction that plays a key role in many
papers is the distinction between cognitive and
affective empathy*or between attributing
thoughts versus emotions. Affective empathy is
composed of both recognizing what another
person is thinking or feeling (similar to the
traditional core of ToM), and responding to
what another person is feeling with an appro-
priate emotional state oneself. However, even the
recognition of others’ emotions might depend on
distinct mechanisms from core ToM for two
reasons. First, other people’s feelings are signaled
fairly directly by facial expressions, whereas other
people’s beliefs and are not expressed in simple
behavioral patterns. Second, perceiving someone
else experiencing a strong emotion may be more
likely to lead to ‘‘contagion’’ than perceiving
someone acting on a belief. That is, an intense
expression of happiness or fear or sadness might
cause an observer to feel a congruent emotion;
watching someone else stumble around searching
for a missing object is less likely to cause an
informed observer to ‘‘catch’’ the other’s false
belief. Nevertheless, although these considera-
tions make it plausible that ToM and affective

empathy depend on at least partially distinct
mechanisms, the neural basis of these mechanisms
are only recently being elucidated. Four papers in
the current issue contribute to this literature.

The most direct evidence of a distinction
between cognitive and affective components
of empathy comes from dissociations observed
following brain damage to the ventral medial
prefrontal cortex (VMPFC). Shamay-Tsoory and
colleagues (this issue) developed a novel battery
of tasks matched for difficulty, manipulating
whether participants were asked to infer a char-
acter’s belief, or her emotions. Compared to
patients with a range of other lesion sites, only
the patients with VMPFC lesions showed a
selective deficit, scoring lower on tasks that
required judgments of emotion. Moreover, the
performance of these patients was inversely
correlated with independent ratings of the degree
of emotional content in individual scenarios, and
with the patients’ own score on the ‘‘Empathic
Concern’’ subsection of the Interpersonal Reac-
tivity Index.

Shamay-Tsoory and colleagues conclude that
understanding others’ feelings depends on distinct
brain mechanisms from understanding others’
thoughts, and that this mechanism is located in
the VMPFC. Kipps and colleagues (this issue)
come to virtually identical conclusions, based on
their review of social impairments in frontal-
variant fronto-temporal dementia, a progressive
neural degenerative disorder that disproportio-
nately affects the ventro-medial frontal cortices.
Mojzisch and colleagues (this issue) also converge
on the same conclusion. In their current study,
they use a range of psychophysiological measures
to deepen and complement a previous fMRI
study. They report that social-emotional respon-
siveness in an online interaction is associated with
activity in the VMPFC.

By contrast to the above studies, which con-
sider affective empathy as a single coherent unit,
Chakrabarti and colleagues (this issue) provide
evidence that distinct brain mechanisms respond
to distinct emotional expressions. The authors go
on to identify brain regions in which there was a
correlation between individual differences on the
Empathy Quotient (EQ) and neural response to
facial expressions of specific emotion. If a single,
unified psychological mechanism were responsi-
ble for empathy, Chakrabarti and colleagues (this
issue) predict that empathy scores and brain
activity in response to emotions would converge
on the same brain mechanism across emotions. In
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fact, Chakrabarti and colleague (this issue) found
that distinct brain regions were correlated with
EQ during the perception of each specific emo-
tion, although they also found some evidence for
a common substrate of empathy across the basic
emotions, in the left inferior frontal gyrus. These
results provide an interesting contrast with those
of Kaplan and Iacoboni (this issue). Both groups
tested the correlation between a measure of
individual differences in empathy (the EQ scale
in Chakrabarti et al.’s study, the Interpersonal
Reactivity Index in Kaplan and Iacoboni) and
brain activity while observing a human action
(facial expressions in Chakrabarti et al.’s study,
hand actions in Kaplan and Iacoboni). Both
studies identify the IFG as the locus of this
correlation. However, Chakrabarti and colleagues
observe the correlation in the left IFG (see also
Minio-Paluello et al., this issue), while Kaplan
and Iacoboni report a right lateralized effect. In
all, though, Chakrabarti et al.’s study suggests that
the neural substrate of empathy is complex, in
that empathy (as measured on the EQ) appears to
mediate how different brain regions are used
during perception of each specific emotion.

AUTISM

A broad picture is emerging from social neu-
roscience of the distinct cognitive mechanisms
that are necessary for success in social reasoning.
A next step may be to use this theoretic landscape
in order to better understand conditions affecting
social cognition, including autism. Autism, in
particular, has historically been associated with
deficits in attributing cognitive, rather than affec-
tive, states (e.g., Blair 2005). By contrast, Ashwin
and colleagues (this issue) report that a sample of
adults with autism, relative to matched controls,
showed selective deficits in the recognition of
negative basic emotions, especially fear. The same
participants had much less difficulty recognizing
the more ‘‘cognitive’’ expression of surprise. The
authors conclude that autism may in part reflect
abnormalities in amygdala function. Mazzola and
colleagues (this issue) make a parallel claim for
Turner’s syndrome. Establishing what is specific
to the autistic brain is outside the scope of these
two papers.

Equally important for characterizing the social
impairments in autism, though, is the program of
identifying components of social reasoning that
are not impaired. Leslie and colleagues (this

issue) report that while children with autism fail
false belief tasks, they nevertheless pass simple
tests of moral reasoning. In particular, the chil-
dren with autism were just as good as typically
developing 4-year-olds at identifying that it is bad
to steal someone else’s cookie when it makes
them cry, but it is not bad to eat one’s own cookie,
even if the other person (who greedily wants two
cookies) starts to cry. This finding bears out the
frequent clinical reports that even among those
with high-functioning autism or Asperger syn-
drome, while they may have deficits on advanced
ToM tests (Baron-Cohen, 1997; Baron-Cohen et
al., 2000), they may care passionately about moral
issues such as social justice. In this sense, their
empathy deficits do not produce an outcome of
psychopathy. They are rarely knowingly cruel or
hurtful and, even if they have difficulties in
reading the other’s mind or facial expressions of
emotion, they have a strong sense of right and
wrong. The neuroscience of moral development
may turn out to be a key way of differentiating
the two empathy conditions of autism and psy-
chopathy.

CONCLUSIONS

As editors, we are struck by the range of methods
that have just recently been brought to bear on
the psychological and neural basis of ToM. In this
single issue, we have gathered papers that use
TMS, EEG, psychophysiology, eye-tracking, and
fMRI, and that investigate ToM in typically
developing children and children with autism, in
twins, in women with Turner’s syndrome, in
patients with acute lesions, and in patients with
neurodegenerative disorders.

Nevertheless we are aware that the neuro-
science of ToM is far broader and deeper than can
be covered by the papers we have assembled in
this Special Issue. For example, if ToM is partly
genetic, we will need molecular genetic studies to
identify which candidate genes may be function-
ally related to the development of ToM. This will
be an important area for future research. Second,
there is clear reason to believe that the develop-
ment of ToM and empathy may receive an
important contribution from androgens as well
as genes (Baron-Cohen, 2003; Mazzola et al., this
issue). Since the brain regions implicated in ToM
are all rich in androgen receptors, this may prove
to be a rich source of variation in individual
differences in ToM development. Finally, the role
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of the early environment in supporting or dama-
ging the development of empathy, as was first
proposed by Bowlby (1969), will be an important
area of study towards producing an integrated
model of the development of ToM. We hope this
Special Issue not only highlights the progress
that is being made in the understanding of ToM,
but also the existing gaps in this field that a new
generation of social neuroscientists will fill.
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